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Abstract

We present a new labelled transition system (LTS) for the ambient calculus.
[ts most important property is that ordinary (strong) bisimulation coincides
with (strong) contextual equivalence. The LTS is the outcome of the au-
thors’ ongoing work towards developing general techniques and systematic
procedures for deriving LTSs in the structural (S0S) style from the underlying
reduction semantics and observability.

Key words: labelled transition systems (LTS), structural operational
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Introduction

Since the introduction of archetypal process calculi (CCS [21], CSP [15],
ACP [2] and the m-calculus [10, 22]) there has been a proliferation of new
languages, extensions and assorted variants of earlier calculi. Each addresses
some computational feature and/or enjoys specific properties. One concern
that is often voiced regarding this field is that the semantics, usually a la-
belled transition system, is often ad hoc and heavily locally optimised. This
state of affairs is unsatisfactory and initial attempts to address the issue were
made in [33, 18] where it was proposed that labelled transitions should be
derived (rather than defined) from underlying reduction rules for the lan-
guage, the justification being that reduction rules are generally easier to
define uncontentiously and can be taken to be definitional. Specifically, it
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was proposed that labels ought to be ‘suitably minimal’ contexts that trigger
reductions.

Sewell’s seminal results [33] in this direction were limited in their scope.
Leifer and Milner generalised the approach with some degree of success [18].
A general definition of ‘contexts as labels’ was provided using the universal
property of relative pushouts (RPOs) to obtain a suitable notion of minimal-
ity. Even so, this work still has its problems, the chief of which is that the
derived labelled transition systems are not presented in an inductive manner
and are therefore often difficult to characterise and reason about. Indeed,
compositionality in the sense of “the semantics of a compound phrase is a
function of the semantics of its subphrases” is lost. It is thus easy to lose
sight of the fact that an original intention of structural operational semantics
[26] and labelled transition systems [21] was to provide an inductive defini-
tion of the reduction relation for a language. Their subsequent use as points
of comparison of interaction in bisimulation equivalences has allowed focus
to drift away from inductively defined labelled transition systems and on to
labels as the contextually observable parts of interaction.

Our long-term goal is to provide a method by which structurally defined
labelled transition systems can be derived from an underlying reduction se-
mantics. For this derived transition system, bisimulation equivalence must
characterise a (canonical, if possible) contextually defined equivalence. This
task is difficult and we have begun by evaluating our ideas for well-known
process calculi. The results of such an experiment for the m-calculus appear
in [28]. The present paper concerns the ambient calculus of Cardelli and
Gordon [8] and is an extended version of a conference paper [29]. Another
recent work in this area is [30].

The ambient calculus has enjoyed some success as a foundational model of
spatially distributed, concurrent processes that are hierarchically arranged,
can migrate and dynamically modify the structure of their location. For
our purposes, however, it is merely a small calculus with an interesting set
of reduction rules. Moreover, endowing it with a labelled transition system
and bisimulation equivalence was historically viewed as a challenging and
worthwhile goal in its own right [6, 19]. It is, therefore, an ideal place to
develop, apply and hone generally applicable syntactic techniques for the
derivation of structural labelled transition systems. Indeed, the ambient
calculus contrasts nicely with the m-calculus, the subject of our companion
paper [28] on derivation of SOS rules: it is almost as well-known but its
reduction semantics has a markedly different nature; whereas the m-calculus



has a single reduction rule schema that is structurally very simple but features
a non-trivial use of meta-types (name substitution), the ambient calculus
has three reduction rule schemas with quite intricate structure, but which
reference only base types (see Section 2). Our purpose, as in [28], is not
necessarily to improve or undermine an existing labelled transition system
but to derive one, identifying principles and techniques that we hope will
prove to be more generally applicable.

Roughly, the approach we take is to consider the underlying reduction
rules of the language as open rewrite rules, which we dub skeletons. If a
term partially matches the left-hand side of a (partially instantiated) rule, it
will be the source of a labelled transition. The transition’s label represents
the remaining structure of the left-hand side of the reduction rule along with
any missing parameters that must be supplied by an interacting context. This
separation of a rule’s structure and parameters allows us to build our labelled
transition systems in three steps: we derive process-view transitions whose
main purpose is to provide an inductively defined reduction relation, then
the context-view transitions that allow for a context to supply parameters to
an interaction, and finally global rules that combine them into a complete
labelled transition. Technically, we make use of the simply typed A-calculus
as a powerful meta-language for syntax manipulation.

In addition to the inclusion of proofs and a more complete account of
the derivation process, the current paper differs from the previous conference
version [29] in that the structural nature of the LTS is emphasised. Previously
we have used structural congruence to simplify the derivation process and,
subsequently, the theorems about the resulting LTS. The price we paid for
enhanced simplicity was obscured syntactic structure that made it harder to
claim that our LTS was “truly” structural. Our justification was that the use
of structural congruence was not ineradicable. In this paper we put this into
practice. This fact should be contrasted with other recent work [3], in which
the use of structural congruence is unavoidable.

Structure of the paper. We present the syntax and semantics of the ambi-
ent calculus, along with a suitable contextually defined equivalence, in the
next section. We then give an account of our method of deriving labelled
transitions and show its instantiation for the ambient calculus in Section 2.
In Section 3 we list technical lemmas about the derived LTS that allow us
to connect labels with contexts—a necessary step in order for a satisfac-
tory comparison of bisimilarity with a contextual equivalence. In Section 4



we prove that bisimilarity is sound for reduction barbed congruence. In Sec-
tion 5 we add suitable Honda-Tokoro [16, 30] rules and show that bisimilarity
on the resulting LTS is both sound and complete. We include a comparison
with related work in Section 6 and close with concluding remarks regarding
future work.

1. Ambients: syntax, metasyntax and reduction semantics

We give the grammar for sorts/types below (1). Expressions in the am-
bient calculus will be either names (of sort N) or processes (of sort Pr).

o == N | Pr (1)

The grammar for terms is specified below (2). As is usual, ordinary terms
derived from the grammar will be considered as abstract syntax.

M == m | X | 0| M|M | MM] | vmM
| outM.M | inM.M | openM.M (2)

We assume distinct countable supplies of names (ranged over by m,n; first
syntactic category in (2)) and variables (ranged over by X, Y, x, y; second
syntactic category in (2)). The syntactic construct ‘v’ is a binder—it binds
a name within its scope. To avoid unnecessary bookkeeping we assume that
the syntax is quotiented with respect to a-equivalence, that is, we treat a-
equivalent terms as equal. Indeed, in this paper and in our work on the
m-calculus [28] we never examine the “syntactic identity” of bound names
within a term. We shall need to be careful, however, when talking about
contexts—these, in general, have the ability to bind.

Types are assigned to terms in the standard way. The type inference rules
are listed in Fig. 1. A type context I' is a finite map from variable names
to types. Following the standard practice, we shall consider only typeable
terms. By convention, we shall use x, y for variables of type N, X, Y for
variables of type Pr, k,[ for terms of type N and P, ), R for closed terms of
type Pr. M, N will be used for arbitrary terms of type Pr.

Given an LTS £ the only labelled equivalence we shall consider is standard
(strong) bisimilarity ~,. It is the largest bisimulation on £. Because we
wanted to focus on the systematic derivation procedure of LTSs, we have not



T'(X)=0o
(:NM) (ZVAR) (:0)
I'm:N TEX:o I'-0:Pr
I'-M:Pr T'FN:Pr I'Hk:N T'FM:Pr 'Fk:N TI'-M:Pr

G (:AMB) (:v)

'+ M||N:Pr D k[M]:Pr T+ vk M:Pr

'kE:N T'FM:Pr 'tkE:N T'FM:Pr I'EE:N T'FM:Pr
(:OuPRr) (:INPR) (:OPPR)

't outk.M:Pr I'tFink.M:Pr '+ openk.M : Pr

Figure 1: Type inference rules for typing terms generated by grammar (2).

considered weak equivalences in this paper; our feeling is that the study of
weak equivalences examines largely orthogonal issues. We shall come back
to this issue in the section on future work.

1.1. Replication and infinite processes

Before we proceed, it is worth noticing that our language does not contain
replication or recursion operators and is thus finite. This is not a significant
restriction because the crafting of a labelled transition system relies mainly
on the characterisation of the immediately possible interactions of a process
with a context—where an interaction means that the process and the context
together (i.e. with non-trivial participation from each) trigger a reduction. In
other words, labels themselves usually do not carry any information about
the future behaviour (whether finite or not) of a process, only its current
capability for interaction.

Technically this observation manifests itself through the usual semantics
of replication: it is normally handled purely with structural congruence and
not with its own reduction rule: !P is, roughly, interpreted as an ‘infinite
parallel composition’ of P’s as evidenced by the structural congruence axiom
P = P ||!P. The ramification is that the syntactic construct ! does not
have its own inherent dynamics.

For sake of concreteness we could easily include a replication operator
with negligible impact on the LTS rules; it would suffice to include the rule

PP P!
— (REP)

[e3
PP’
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that, in any derivation, simply ‘unfolds’ enough P’s in parallel in order to
derive the desired labelled transition—this is possible because || does not
inhibit behaviour, see the rules (1| ) of Fig. 2.
More generally, (rer) above can be seen as an instance of Plotkin’s [26]
well-known SOS rule .
PluX.P/X] = P’
e — (REC)
pX.P—> P’
for recursion and hence the above discussion is not limited just to replication.
We chose not to consider these extensions in order to keep these details,
irrelevant from the point of view of the derivation process, from increasing
the complexity and specificity of the presentation. It is worth keeping in
mind, however, that the presence of infinite processes can sometimes have
an effect on the completeness of bisimilarity for contextual equivalence. The
reasons for this are related to the reasons for why reduction congruence can
sometimes coincide with barbed congruence in a finite language [23]. See
Remark 17 for further elaboration on this point.

1.2. Contexts

A general notion of context is vital for a satisfactory exposition of the
techniques harnessed in this paper. Contexts are defined using preliminary
constructs that we shall refer to as ‘precontexts’.

Definition 1 (Precontext). Syntactically, precontexts are generated by the
grammar obtained by adding a o-annotated hole —, for each type o and a
constructor for n-tuples (for any n € N) to the grammar (2):

M == ... | - | (M,...,M),

with the proviso that the v-binder now has a different nature depending
on whether its scope includes a hole—if this is the case then the resulting
syntactic construct is not subject to a-equivalence, if not then the resulting
construct is treated as within an ordinary term, up to a-equivalence. While
this schizophrenic nature of the v-binder may seem peculiar, there are no
technical problems with its usage. In order to type precontexts, we add two
additional type rules to the set of inference rules presented in Fig. 1:
FVitor .. b Vo, (neN)

(:HoLE) (:Tup),
'k —5:0o F(Viyey,Vn)i[or...on]




where [7] is called an interface type. A precontext is then a typeable term of
the form (V4,...,V,). Note that as a consequence of the fact that we require
empty type contexts in rule (:Tuvr), any precontext of this form must have
each V; a closed term (no free variables). Indeed, it is worth emphasising
that holes and variables are separate syntactic entities.

—

Definition 2 (Context). Suppose that a precontext (V) : [5] contains m
instances of type-annotated holes. A 1-1 enumeration of its holes with natural
numbers from 1 to m uniquely determines a word T over types, where 7; is
the type of the sth-numbered hole. Syntactically replacing each hole with its
number yields a context of type [T] — [7]. Ordinary terms of type Pr will be
identified with contexts of type [| — [Pr]. Given contexts f : [01] — [03] and
g : [03] — [73], there is a context g o f : [01] — [03] obtained by substitution
of the 1th component of f for the ¢th hole of g. This operation may involve
capture if the hole is in the scope of a binder. Given f : [g1] — [g3] and
g : 03] — [04) let f® g : [0103] — [0204] be the context that puts f and g
‘side-by-side’, where the numbering of all the holes in g are incremented by
the length of g7. Moreover:

e for any word ¢ = 0y...0y, the identity context idjz : [6] — [d] is
(1gy, .- koy);

e if given ¢ and 7 of equal length k, there exists a permutation p : k — k
such that V1 <14 < k. 0, = 7;, there is an induced permutation context
p: [d] — [7] of the form (p1, ..., pk,,);

e a language context is a context of type [Pr] — [Pr]. These will be
denoted by C;

e an evaluation context is simply a language context of type [Pr] — [Pr]
in which the hole does not appear under a prefix. We shall denote these
by D;

e an interaction context is an evaluation context in which the hole does
not appear within an ambient—it must appear at “top level”. We shall
denote these by &, F;

e given a language context we shall write C # k if the hole of C is not
within the scope of a vk.



To denote substitution of a term M in a language context C we shall often
write C[M] instead of CoM. A relation R on terms is said to be a congruence
if M R N implies C[M] R C[N] for all language contexts C.

1.83. Structural congruence

Structural congruence is the smallest relation = on (possibly open) Pr-
typed terms of the language that contains the axioms below and is a con-
gruence. We write I' - P = (@ as shorthand for ' = P : Pr, ' = @ : Pr
and P = Q. Roughly, the axioms ensure that || can be thought of as an
associative and commutative operator with identity 0 and the syntactic v
binder can migrate throughout the term without changing the set of bound
names.

FEPlQ IR = Pl@IR THEPIQ = QP TEPJ0 =P

I'vmvnP = vnvmP I'Fvm0 = 0
F'Fvm(P||Q) = Pllvm@ (m not free in P)
C'Fvm(n[P]) = nlvmP] (m#n)

Structurally congruent terms should be considered as being ‘intensionally’
equal although clearly not ‘syntactically’ equal.

Remark 3. In previous expositions [28, 29] we have essentially quotiented
the syntax by structural congruence when presenting our labelled transition
systems, with the proviso that the use of structural congruence was not essen-
tial and its purpose was solely to simplify the presentation. This is a subtle
issue because quotienting syntax by structural congruence ‘blurs’ structure
to some degree and thus it may no longer be clear what a “structural op-
erational semantics” means on syntax up to structural congruence. Indeed,
in [3] a simpler LTS has been obtained with a price: the use of structural con-
gruence in a derivation is an ineradicable component. Here we shall refrain
from using structural congruence in the presentation of the LTS in order to
emphasise its structural nature.

1.4. Meta-syntaz

We shall use a meta-syntax for simple syntactic manipulation of terms.
The meta-syntax is a simply typed A-calculus and can be thought of as a
primitive system of higher order abstract syntax [24]. In (3) below we extend



the base types (1) with function types that will be necessary in order to type
terms in the metasyntax.

o = ... | o—0 (3)

The A-calculus operators added to the signature (2) in (4) below consti-
tute the syntactic aspect of the meta-language. Their function is solely to
make the structural definition of a labelled transition system possible and
they should not be considered as a language extension, having no computa-
tional meaning. They are to be thought of as meta-operators on syntactic
phrases of the language.

M == ... | X:o.M | M(M) (4)

In the above, A-abstraction binds variables and we do not distinguish a-
equivalent terms, analogously to our treatment of the v-binder.

Terms in the metalanguage are typed with aid of the standard type rules
for simply typed A given in (5) below; these are added to the set of type rules
presented in Fig. 1.

I'Xiok M:o' I'rM:0—0¢’ THFN:o

(:)\) (:App) (5)
T'FXXio. M:o—0' 't M(N):o'

We quotient the terms of the metasyntax by the smallest congruence that
contains (6) and (7). Substitution is the usual capture-avoiding notion—it
is capture avoiding with respect to all binders and thus also the v-binder of
the underlying language.

(AX:0.M)(N) = M[N/X] (6)
AX:o. M(X) = M (7)

In the remainder of the paper, when we write a metasyntax phrase of base
type, say Pr, we mean the syntactic phrase that corresponds to the complete
evaluation of the metasyntactic term. This technique is very useful because it
avoids many bureaucratic difficulties of binding scopes. Notice that this con-
vention does not contradict our quotienting of general metasyntactic terms
by (6) and (7)—its only consequence is that when we speak of a generalised
term of base type we can assume that it is a bona fide syntactic term, not
an equivalence class of meta-syntactic terms.

We can extend structural congruence to terms containing A-abstractions
by letting I' = AX. P = AX. @ whenever ', X - P = (). Structural congru-
ence is compatible with (6) in the following sense:
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Lemma 4. If P = Q) : 0 — 7 and for some R = S : o then it follows that
P(R) = Q(S) : 7. N

1.5. Reductions

The inductive presentation of the reduction semantics is given below. It is
easy to show that subject reduction holds. Note that the presence of (Strcona)
makes this not a structural presentation (since structure can be changed with
the aid of =). In the conference version of this paper [29] we included this
rule also in our main LTS with the proviso that it could be removed (see
Remark 3). Herein we shall use the rule (Srrcona) solely for the purpose of
defining the reduction relation, for which purpose it is intrinsic.

(In) (Our)
m[inn.P|Q]IIn[R] —n[m[PQ]IIR] n[m[outn.P|Q]IR] —m[P|Q]lIn[R]
P—P P—P P—P
(OFEN)  —— (par) — (ny) ————— (Awp)
openn.P|n[Q] — P||Q PllQ—P'||Q vn P—uvn P’ n[P]—n[P']

PP=P P-Q Q=qQ

(STRCNG).
P —qQ

The ‘touchstone’ equivalence for our purposes is reduction barbed congru-
ence. It is outside of the scope of this paper to give a systematic explanation
of how the correct barbs are to be chosen in general. Some progress towards
this goal has been made in [27].

Below we recall a suitable definition of barb for the ambient calculus and
the definition of the equivalence itself.

Definition 5 (Barbs). We say that a term P barbs on an ambient m, written
P|,,, if there is a “top level” instance of an ambient m in P. More formally,
P = E[m[ P']] for some P’ and interaction context & such that & # m.

Definition 6 (Reduction barb congruence). Reduction barb congruence (~)
is the largest symmetric relation R such that if P R @ then:

(i) If P — P’ then there exists Q — @' such that P’ R Q)’;
(ii) if P, then Qln;
(iii) for all language contexts C we have that C[P] R C[Q].

10



2. Derivation of a structural LTS

The chief contribution of this paper is a systematic derivation procedure of
a novel structurally-defined LTS for the ambient calculus. First, we consider
the reduction axioms (Iv), (our) and (oren) as parameterised rules, referred
to as skeletons. A skeleton is a pair of contexts ({%,7%) that describe the

structural changes in passing from 12 to r®. There are three skeletons: Sk,
Sk and SkP" with components:

in def . in  def
("= In[inn2e || 3] | n[4pc], " = n[In[2pr || 3pr] || 4pc] )

(12 = nlin[ outn.2p, || 3p] || 4pc], e = In[2pr || 3p.] || n[4pr] )

(17 openn.lp, || n[2p, ], 7P X 1p, || 25, )

that are typed I/ r™ : [N,Pr’] — [Pr], 124, ro% . [N,Pr¥] — [Pr] and
[oren roven : [Pr?] — [Pr] respectively. Using skeletons and contexts we can
give an alternative “global” presentation of the reduction semantics of the

calculus.

Proposition 7. Let —, be the following relation on pairs of closed terms
of type Pr:

P —, P" iff Ja € {in,out,open}, n, D,i.. P = D[lSo] A P' = DJriod]
where D is an evaluation context and v are parameters of the appropriate

type. Then —g,=—.
O

The condition on P and P’ in Proposition 7 is illustrated in the diagram

below. A A

P= P =

The derivation rules of our LTS are organised into three subsets: those
defining the ‘process view’, in Fig. 2, the ‘context view’ in Fig. 3, and the
‘combined’ system in Fig. 4. The context view is the simplest of these and
consists of a single applicative rule. In the remainder of this section we
describe how to analyse the skeletons in order to obtain process-view rules
and how this combines with the context view.

11



2.1. Deriwation procedure: axioms

Considering the left-hand side [ : [¢] — [Pr] of a skeleton Sk as a syntax
tree, we say that a match is a subtree with root of type Pr. More formally,
a match for [ is any u : [01] — [Pr] such for some 75 there is a permutation
p : 010y — &, and there exists a context x : [Pr,d3] — [Pr] satisfying (8)
below.

X 0 (Hy ®idig)) =1l 0p (8)

The intuition for the above equation is given by the diagram below.

A-®

A match is said to be active if there does not exist a context x’ : [Pr,d5] —
[Pr] satisfying (9).

X o (un @idy)) =7y 0p (9)
Intuitively, an active match is a part of the left-hand side of the skeleton that
is modified as a result of the reduction. Clearly any match that has an active

match as a subtree is itself active. Of particular interest are those active
matches that are locally minimal with respect to the subtree relation.?

Observation 8. The minimal active matches are:
o for Sk": inn.1p, and n[1p,];
e for Skflut: outn.lp,;
o for SkP": openn.lp, and n[1lp,].

The axioms of our process-view LTS are determined by the minimal active
matches. Indeed, their left-hand sides are the instantiated minimal active
matches: given a minimal active match p% : [5] — [Pr] they are the terms
pe o where ¢ : [] — [7]. The result is the right-hand side of the skeleton

2Choosing active matches allows us to consider only those contexts in which the term
under consideration interacts non-trivially. The definition given here also gives the right
SOS axioms when applied in the setting of 7-calculus.

12



instantiated with the parameters ¢ of the minimal match together with that
remaining parameters ¢ required by x:

ugoLMr;’fopo(uXm/). (10)

For the sake of intuition, it may be of use examining a graphical representa-
tion of the above, which we provide below.

The label is clearly a minimal context that triggers a reduction and as such
is related to the early work of Sewell [33] and later work in this direction [18,
31, 32]. Indeed, the context provides y o (1p, ® ¢') and enables a reduction
xo(lpr®d)opgor = xo(u, ®id)o(L®1) = Iyopo(t®@d) — riopo(L®);
this is illustrated below with aid of diagrams.

The main challenge to resolve in the sequel is to understand how to derive a
transition such as (10) compositionally using SOS.

Note that each x is uniquely determined by the particular minimal active
match p. For this reason in the label of the transition we shall use a textual
representation a;n l M where a;n represents the ith minimal active match of

Ski', and M the list of the remaining parameters (see ¢ in (10)). Following
this procedure, we obtain the following labelled transitions:

innP L R PIQIIR] nl P12 a[kQIR]IP) (11)

outn.p —L R PIQ]IIn] R] (12)

openn.PM)PHQ TL[P]M)QHP (13)

13



An obstacle in giving a structural derivation of such an LTS is that in the
results of the above transitions the distinction between ingredients for the in-
teraction provided by the left-hand side term and ingredients provided by the
context is lost. Our solution is to delay instantiation of the context compo-
nents. Technically this is done with meta-syntax—the context contributions
are initially replaced with lambda abstracted variables.

The sos rules are thus naturally divided into three parts: rules for the
process-view LTS C for deriving the part of the label to the left of the |
symbol, rules for the contezt-view LTS A for deriving the remainder of the
label, and rules for the combined LTS CA that juxtapose these two views
to form “complete” labelled transitions. Following this nomenclature, the
process view’s contribution to the transitions in (11) is

(In1) (In2) (14)

in P~ AXxY. n[x[ P|X][[Y] n[P] 25 AxYx. a[x[X|Y ]| P]

while the context parts are given by rule (ixst) of Fig. 3.

The rule that juxtaposes them is (cx) of Fig. 4. We take (in1), (iv2) (see
14), (ou1) (obtained from (12)), (or1), (or2) (obtained from (13)) as provisional
axioms for the process-view LTS. By ‘provisional’ we mean that they are not
the ‘official’ axioms (given in Fig. 3) of the LTS: they are given here as a
starting point to aid the explanations below.

2.2. Derivation procedure: structure

Once the (provisional) axioms are determined, we can attempt to provide
structural rules. There are three kinds, depending on the role that the added
structure plays in the interaction that the label represents:

(i) a substructural modification: the added structure takes part in the re-
duction but the match, and therefore the label, remain unchanged. The
structure is added to the appropriate parameter in the right-hand side.
A particular kind of substructural transition used here concerns the
situation where the current match is in parallel with a hole of type Pr
in the skeleton; e.g. the minimal active match of Sk2*. Using the fact
that structural congruence ensures that (||, 0) is a commutative monoid,
introducing a parallel component does not mean that we must expand
the match, instead we add the new component to the appropriate pa-
rameter;

14



(IN) p inn T P inn T m;ﬁn
L nn . W) —— ()
nn.P —— AXXY. P|X]IY inn inn
inn XY n[x[PIXTIY] PIQ 5 AX. T(Q]IX) vm P ym T
inn [inn] [inn]
P T P——™U P——U m#n
[inn] (INAMB) linn)] (L INAMB) I o e (VINAMB)
m[P]—— T(0)(m) PlQ —UlIQ vm P ——vmU
[inn] [inn]
] (colIN) P——A m#n
n[P] —— \Z.Z(P) [nn (L]lcoIn) B e (vcolIN)
PllQ — AllQ vmP——vmA
(Ov) P p2r m#n
outn (L|OV) ———— (vOv)
% outn
outn.P )\XXY.X[PHX]”?’L[Y] P”Q t AX. T(QHX) um P outn om T
p outn T p [out n] U P [out n] U men
[out n] (OUAMB> [out n] (L”OUAMB) Jout ] (VOUAMB)
m[P] ———T(0)(m) PllQ ———AY.U(QIIY) vm P ——— ymU
openn openn
(Op) —U P——U m#n
openn —— (1||Op) (vOp)
P— XX, P||X n n
opent | PlQ == U||Q vm P~ ym U
p— (coOP) p==a P4 min
openn ) —— (r]/coOpr) —— (vcoOP)
n[P]| —> 2. Z(P openn n
[] ) Pie =" AlQ v P A
[inm] [inn] [out n] openn openn
P Uu Q A P——U P——U Q—A
. (INTAU) ———— (OuTau) - (OPTAU)
PlQ— A(U) n[P]—U(0) PlQ— A(U)
PP P p P p
- (L[| Tav) ————— (vTav) ———— (TavAwpB)
PlQ — P'|Q vm P—vm P’ n[P]—n[P’]

Figure 2: Process view (C). By convention T': Pr - N — Pr — Pr, U : Pr — Pr,
A : (Pr — Pr) — Pr. Symmetric rules (r|/*) omitted. When 7" = MX. P we use T I @ def

AXA(TX) | Q) and vmT % AX. vm T(X)
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M:&
- 73 - - (INST)
AX:3. P —— (AX:&. P)(M)

Figure 3: Context-view fragment (A).

. e [in n]
P5ea A2 p P——cA
— (CX) [inn)lRSk (coINa)
b oM P P——— AMX.n[k[R|S]IIX])
, ;C P P openn c A
— (CTav) — (coOpN)
PP P —"" A(AX. R|X)

(i)

(iii)

Figure 4: Combined system of complete actions (C.A).

a superstructural modification: the match, and therefore the label, re-
main unchanged and the added structure does not take part in the
reduction; it is added to the result at top level. This situation is com-
mon and therefore we shall make use of the following abbreviations that
deal with lambda abstractions T = AX. P:

TQ ¥ M (TX) |Q) and vmT ¥ MomT(X)

an observational modification: the extra structure forces an enlarge-
ment of the match as a subtree of its skeleton—here the label itself
has to be changed. Once enough structure is added to cover the entire
left-hand side of a skeleton, a 7-labelled transition should be derived.
This can occur in two ways, depending on the number of the minimal
active matches in the skeleton. These two cases are analysed in the two
paragraphs below for the setting of the ambient calculus.

In Sk which has only one minimal active match, the procedure is rel-
atively straightforward. The axiom (ov) in Fig. 2 is just (ou1) as described
previously, with the numeral omitted. The rule (1|ov) is a substructural mod-
ification as described above. The rule (vov) is a superstructural modification
since the v binder has to first migrate outside, using structural congruence,
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before the reduction can take place. The side condition enables this emigra-
tion. Note that because substitution that is part of -reduction is capture
avoiding, the binder in the right-hand side of the transition will not bind
any names from the context when the context is instantiated via the context
view rule. This is the correct behaviour and illustrates the import of capture-
avoiding substitution and hence the suitability of using simply typed X as
a metalanguage. The rule (ovawms) is an observational modification, here the
structure (the ambient n) forces us to expand the match within the skele-
ton, meaning that we can now instantiate the first two parameters. The rule
(L]ovAwms) is substructural while (vovAwms) is superstructural. Finally, (ouTav) is
an observational modification that completes the skeleton, meaning that a
7-labelled transition is derived.

Skeletons with two (or more) minimal active matches lead to a more in-
volved situation. Consider the two minimal active matches of Sk and the
two corresponding provisional axioms given in (14). Starting with either
one, structure can be added, extending the match. Indeed, consider (i) of
Fig. 2 obtained from (~1) of (14) by omitting the numeral. The rule (v|m)
is substructural and (vin) superstructural. The rule (ixAms) is observational
and extends the minimal match with a surrounding ambient. No further
extension of the match is possible without including a contribution of the
second minimal active match. The structural approach requires a combina-
tion of observations of the two matches in order to cover the entire left-hand
side of the skeleton and derive a 7. However, in our two provisional axioms
(In1), (In2) we have included the right-hand side of the skeleton in result of the
transitions; a consequence that it is not obvious how to ‘merge’ the two by
collecting appropriate parameters. Our solution is to use co-actions, borrow-
ing continuation-passing style. Indeed, we discard (v2) and instead use the
axiom (coln) of Fig. 2. The idea is that rather than using a concrete skeleton
in the result, we use an “abstract” skeleton and apply that to the parameter
(of the minimal active match). Merging actions and co-actions is now easy
as the abstract skeleton can be replaced by the actual skeleton provided by
the action. Superstructural rules (r|coor) and (vcoor) are straightforward and
we are able to use (InTav) to collect the parameters to the right-hand side of
the skeleton using a simple application. A similar approach is used to deal
with the open reduction.

The use of co-actions gives one final complication. Because the result of
a co-action transition does not have the shape that would result from using
the right-hand side of the skeleton, we cannot simply use the combination

17



of (anst) of Fig. 3 and (cx) of Fig. 4. Instead, we use rules (colxx) and (coorn),
which ensure that any context provided by the environment conforms to the
appropriate skeleton.

It is worth clarifying as to what extent the procedure, as described above,
is systematic. As we have explained, we have chosen to include the right-hand
side of the skeleton in the result of the transition derived by (~1), resulting
in (iv). Differently, and in seemingly ad hoc fashion, we have not done this
for (v2), using instead a co-action (colx). A more uniform presentation would
consist in using the co-action style for all the labels. Following this approach,
actual skeletons would never actually be instantiated in the right-hand side
of the process-view transitions. The main price for this is that the rule (inxst)
would need to be replaced with specific rules for each co-action, in the spirit
of (comy) and (coorn) of Fig. 4. Such an ‘all-co-action’ sOS rule set would
derive the same LTS as the rule set presented in this paper. We believe that
this approach could be mechanised. We have chosen to present the rules as
in Fig. 2 because we believe that they are easier to understand, and more
importantly, they correspond more closely to rules in previously published
sos rule sets for the ambient calculus (see Section 6).

3. Properties of the LTS

Many of the proofs in the proceeding sections rely on a structural de-
composition that, given a labelled transition, gives us some of the relevant
structure of the left-hand side. This is the role of Lemmas 9 and 10 be-
low. The first (Lemma 9) deals with the process-view LTS C and the second
(Lemma 10) pertains to the complete LTS CA.

Lemma 9 (Structural, C). In each of the following choices for (o, Q, B), if
P2 ¢A (a # 7) then there exists a name n and an interaction context €
with € # n so that P = Q) and A = B. Conversely, if P = Q) for some
interaction context £ # n then there exists A = B such that P ¢ A.

(i) a=inn, Q =E&[inn.Pi]| and B = AXXY.n[x[E[A] || X] || Y];

(i) o = [inn|, for some m,E" # n Q = E[m[E[inn.P]]] and B =
AY. E[n[m[ETATT YT

(i) a =linn|, Q@ =E[n[P]] and B=\Z.E[ZP];
(iv) a = openn, Q = EJopenn.P,]| and B = AY.E[P, || Y];
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(v) o« =openn, Q@ =E[n[P]] and B = \Z.E[ZP];
(vi) o =outn, @ = EJoutn.Pi]| and B = AXxXY.x[E[P] || X] || n[Y];

(vii) o = [outn)|, there exist m and &' # n such that Q) = Sﬂm[c‘f’[[outn Pl
Let names [ and term Py be such that E[X] = vI(X || B), then
B =Y.l (m[€P]] | n[ P> | Y]).

Proof. In each case, first one reasons by induction over the derivation of
the labelled transition. For the converse, one argues by induction on the
structure of &£. |

The following lemma is easily proved using the conclusions of Lemma 9
and the construction of the LTS. It is useful when reasoning about the com-
plete LTS CA (see Fig. 4) and will be referred to often.

Lemma 10 (Structural, CA). In each of the following choices for (a, Q,Q'),
if PS5 oaP' (oo # 7) then there exists a name n and an interaction context
E with £ # n so that P = Q and Q = Q'. Conversely, if P = Q for some
interaction context £ # n then there exists P' = Q' such that P ¢4 P'.

(i) a« = inn | RES, @ = E[inn.P] and Q' = (AXXY.n[x[E[A] || X] ||
Y )(RES);

(1)) o =[inn] | R, Q@ = E[m[E[inn.P]]] and Q" = (A\Y.E[n[m[E'[A]] ||
YID(R);

(iii) o = [inn] | RSk, Q = E[n[P1]] and Q" = A\YZx.E[n[z[Y | Z] |
B )(RSE);

(iv) a =openn| R, Q = EJopenn.Pi] and Q' = (AY.E[P, || Y])(R),
(v) a=openn| R, Q = E[n[P]] and Q"= (AY.E[Y || A])(R);

(vi) « = outn | RS, Q = EJoutn.Pi] and Q' = (AXXY.x[E[A] || X] ||
n[Y])(RES);

(vii) o = [outn]LR there exist m and &' # n s.t. Q = 5[[m[5’[[outn Pl
Let names | and term Py be such that E[X] = vi(X || By), then Q' =
Y.l (m[E[AD] | nl P2 | Y])(R).
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Labelled transitions are compatible with structural congruence in the
following sense:

Lemma 11. Suppose that P <04 P' and that P = Q. Then there exists Q'
such that P' = Q' and Q S04 Q.

Proof. If a # 7 then we argue by cases using the conclusions of Lemma 10.
The argument is roughly similar in each case. Roughly, we use the fact that
while for each kind of label « the structural congruence P = P’ ‘blurs’
structure, it preserves the ‘triggers’ of labels (the @’s of Lemma 10).

Case a = inn | RkS: P = &[inn.P;]] and since P = @ we must have
Q = Flinn.Q1] st. E[PA] = F[:] (1). Now P = (AXXY.n[x[E][F] |
XTTYD(RES) and Q = Q" = (AXXY.n[x[ F[Q:1] || X] || Y])(RES) whence
from (1) it follows that P’ = Q.

Case a=[inn| | R: P =E&[m[&[inn.P]]], thus Q = F[m/[ F'[inn.Q1] 1]
(F, F' # n) such that E[m[E[A]]] = Fm'[F'[Q1]]] (2). Now P’ =
AY.En[m[EP]] | YID(R) and Q=@ = (Y. F[n[m'[F[Q:1]] |
Y]D(R) so @ = Q' by (2) and the fact that £, F # n.

Case a = [inn| | RkS: P =E&[n[ P, ]] and so Q = F[n[Q1]] with E[F]
FIQ1] (3). Now P’ = (AYZx.E[n[x[Y || Z] || P ]])(RSk) and Q = Q'
AYZx. F[n[x[Y || Z] || P1]])(RSk) whence by (3) we have P" = (';

Case a = openn | R: P = E[openn.P;] and so ) = F[openn.();] such
that E[P] = F[Q.] (4). Now P/ = (AY.E[P || Y])(R) and Q & Q' =
(AY. F[Q1 || Y])(R), so by (4) we have P' = @'

Case o = openn | R: P = E[n[P1]] and so Q@ = F[n[Q1]] such that
E[P] = FIQ1] (5). Now P = (AY.E[Y || A])(R) and Q" = (AY.F[Y ||
P])(R) whence by (5) it follows that P' = @Q'.

Case o = outn | RES: P = EJoutn.P] and so @ = Floutn.Q:] such
that E[P] = F[Q1] (6). Now P" = (AXxXY.x[E[P] || X] || n[Y])(RES)
and Q5 Q' = (AXXY.x[F[Q1] || X] || n[Y])(RES); by (6) it follows that
P =0qQ.

Case o = [outn| | R: P = E[m[E outn.P]]], @ = f[[m’[f’[_f)utn.@l]]]]]
such that E[m[E'[A]]] = Fln'[F[Q1]]] (7). Now, letting I and P, be
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such that E[X] = vi(X || P,), we have that P’ = (AY.vl(m[E[P]] |
n[P || Y))(R) and for k, Qy such that F[X] = vk(X || Q;) we have
QE5Q = WY vk(m/'[F[Qi]] || n[Q2 | Y])l(R) Equation (7) can be

used to show that vl (m[E'[P]] || B) = vk(m/[F[Q:]] || Q2) which
implies that P = @'.

Case o = 7: By induction on the derivation of the labelled transition we
obtain the possible structural decompositions of P that are preserved by =,
similarly to the other cases. [

Notice that the conclusion of Lemma 11 implies that = Cr~e 4.

The following lemma provides a sanity check for our LTS that ensures that
transitions obtained from our structural rules are justified by a reduction in a
context—the point with which we started our discussion in (10) on page 13.

Lemma 12. If P%CAP’, then there exists a context X, such that x, o

—

(1p,, M) o P — P’; this is illustrated graphically below.

AN
SN — A
/A

The corresponding X contexts are listed below:

def def
Xinn = 3N[1Pr || 2Pr] || n[4Pr]7 X[inn]» Xopenn = 1Pr H n[zpf]’
def . def
X = An[inn2e || 3pc] | 1pr,  Xopenw = openn.2p || 1py,
def def def
Xoutn = n[3N[1Pr H 2PF] H 4Pr]7 Xloutn] = ’I”L[].pr ” 2Pr]; Xr = lpr

Proof. We include the case inn | RkS, the other cases where (o # 7) are

similar. If P ™™, pr then 3€ # n, P, such that P = E[inn.P,] and P’ =
AXXY. n[x[E[P1] || X] || YI(RES). Also Xinn © (1p, R, k,S) o P = (k[1p, ||
Rl [[n[S])o P =k[E]inn.A] || R] || n[S] — n[k[E[A] || R] | S]=F"
For o« = 7 one argues by induction over the derivation of the transition in
order to obtain a redex within P.

]
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4. Soundness

We shall first note that 7-labelled transitions characterise reductions. Sec-
ondly, we shall prove that bisimilarity is sound for reduction barb congruence,
1.e. ~eq C .

We have already verified that — C —: this is implied by the conclusion
of Lemma 12. The converse follows by a straightforward inductive analysis
of the structural forms of processes that are the sources of a 7 transition.

Proposition 13 (Tau and Reduction). If P = P’ then P — P'. If P — P’
then 3P". P" = P’ such that P P". O

The chief property that needs to be established for soundness of ~¢4
with respect to ~ is congruence of bisimilarity with respect to language
contexts. As a consequence of the construction outlined in §2, this is fairly
straightforward to establish. The case of observational modifications that
combine two separate derivations is the most involved; here this concerns the
rules (InTav) and (OrTav). Because the combination occurs via the || operator,
these rules are considered within a subcase of the proof that bisimilarity is
a congruence with respect to 1p, | P contexts. The argument is roughly the
following: the target of the derived 7-labelled transition, an application of the
targets of two process-view transitions, can also be obtained by completing
one of the transitions with the result of the other. The inductive hypothesis
can then used in order to match this complete transition, resulting in a
bisimilar state, which can then be again deconstructed.

We shall use the following result:

Lemma 14 (Interaction contexts commute). For all interaction contexts
E,E" and terms P, Q) we have:

1. E[E'TP]] = €ELPT
2. &P €lQ] = E'[Elr | QI
up to a-conversion on £ and E’.

Proof. We first show (by structural induction on &) the subsidiary statements
that (A) E[P] || R = E[P || R] and (B) vn&[P] = EJvn P] (for n & E).
Then (i) follows by an induction over £ and (ii) follows by two applications
of (A). O
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Proposition 15 (Congruence). If P ~c4q Q then C[P] ~ca C[Q] for all
language contexts C.

Proof. Let ~ be the congruence relation defined:
C[P] ~ C[Q] whenever P ~c4 Q

for any language context C. To prove the theorem it suffices to show that ~
is a bisimulation up to =. By induction over C we will show that:

C[P] ~ C[Q] and C[P] ¢4 P" implies C[Q] Ls¢c4 @ such that P/ == Q'
for some @Q'.
Case 1p,: the base case C = 1p, holds trivially.

Case inn.C’, outn.C’, and openn.C’: for contexts of the form inn.C, outn.C
and openn.C it is easy to see that there can be no contribution to the tran-
sition C[P] ¢4 P’ from P and hence C[Q] easily matches this.

Case vnC': suppose that C = vnC’ and suppose also that C[P] Lc4 P’
We know that v is either 7 or a| R. For 7 the result follows directly from
the inductive hypothesis and so we consider the latter case. We know that

C[P] AR AP implies that P’ = (vn A)(R) for some A. By analysis of the

LTS rules we also see that C'[P] ﬂc;\ P" where P” = A(R). In particular

P’ = vn P"”. The inductive hypothesis tells us that C'[Q] AR 4 Q" for some
Q" such that P" =< = Q". Tt follows that vn C'[Q] Lc4vn Q" and further,
because ~ and = are congruence relations, that P’ = vn P" =~= vn@Q”
as required.

Case n[C']: suppose now that C = n[C'] and that C[P] S¢4 P'. There are
a number of subcases to consider:

Subcase 7 = 7: here there are two possibilities: either the last LTS rule

used was (TavAms) and the desired result follows easily from the inductive

hypothesis or rule (ovtav) was used and C'[P] Mc U where P’ =

U(0) and hence C'[P] Mc 4 U(0). By the inductive hypothesis we

[out n]]0

see that C'[Q] ——c4 Q" for Q" such that P' = U(0) =~= Q".
Therefore C[Q] “c4 Q" by (0uTav) and (CTav).
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SubCase v = [outm] | R: Suppose that v is of the form [outm] | R,

that is we have the transitions C[P] M>A(R) for some A such

that A(R) = P’. By rule (ovass) we know that C'[P] 2*"¢ T where
A = T(0)(n). This means that we have

outm{OnR
——

c'[P] caT(0)(n)(R) = A(R) = I
and thus by the inductive hypothesis

outm{OnR

Rl ——

From this we obtain C'[Q] 2T’ for some T" such that Q' =
T'(0)(n)(R) and then, by (ovAms), we have

———ea Q' with P =2 = Q.

[out m]

ClQI == T'(0)(n) 4@
which yields C[Q] Lea @' as required.

Subcase v = [inm] | R: is similar to the previous subcase so we omit
details of this.

Subcase vy = [inn] | RSk: suppose instead that 7 is [inn] | RSk de-

rived using rule (cowy). We see that C[P] Ln]mA for some A such

that A(r’"(R,S,k)) = P’ (where by an abuse of notation, r" refers
to a suitably abstracted version of this skeleton). Furthermore, by
Lemma 9, we see that, up to =, A is necessarily of the form A\Z. Z(C'[ P]).
This means that

P =1 (R.S, k)(C'[P]) = n[k[ R S] | C'[P]].

Now it follows similarly that C[Q] linn)l RSk,

Q" = (RS, k)(CQ]) = nlk[R | ST CTQIT

Note though that by definition of &~ we have C'[P] ~ C'[Q] and so
P’ < @' also holds, as required.

ca Q' where

Subcase v = openn | R: this subcase is similar to the previous one
and, again, we omit the details here.
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Case C' || R: finally, suppose that C = C' || R and C[P] S¢4 P

Subcase 7 # 7: if v is not 7 then this transition must have been generated
using one of the || rules. For those that are superstructural rules the match-
ing transition is easily obtained by applying the inductive hypothesis. The
remaining || rules are substructural: (1|in),(10Ov), (1|OvAams) and their symmet-
ric right versions. Suppose then that v is a | R and that the transition has
been derived using one of the substructural rules. We know that

ClP] = (C'[P] || R) Sc A
with P’ = A(R) and that this is derived from

C'[P] Se A with A = AX. A'(R || X).

Notice that C'[ P] ﬂcfl A’(ﬁﬂ where, if Ris Ry,..., R, then R is defined
to be (R || Ry1), Rs,...R,. Moreover, notice that P’ = A(R) = A'(R").

Therefore we can apply the inductive hypothesis to see that C'[Q] ﬂR:;CA Q'
with P/ =<= @Q'. We also have ) = A”(R") for some A” such that
C'[Q] Z¢ A”. The substructural rules then allow us to obtain

CIQ] Ze M. A"(R || X) Zou OX. A"(R || X))(R) = A"(R")
which yields C[Q] Z¢c4 Q' as required.

Subcase v = 7: we can now assume that v is 7. If 7 is derived from C'[P]
alone, independently of R, then it is easy to use the inductive hypothesis
to obtain the required match. The more interesting cases arise through an
interaction between C'[P] and R derived using the (inTav) and (0rTav) rules.
By commutativity of =, there are two such cases for each of these rules. We
only show the proof for the (inTav) rule as the details for the (orTav) rule are
similar.

Subcase C'[P] provides an [inn| action: suppose that C'[P] Mc U

[inn]

and R ——¢ A where P’ = A(U). We know by Lemma 9 that A =

M.E[Z(R)] for some R'. We can derive C'[P] MCA U(R') and

then apply the inductive hypothesis to see that C'[Q] MCA Q" with

U(R) =~= @Q". It must be the case, however, that Q" = U'(R’) for
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[lnn

some U’ such that C'[Q] —
that

¢ U'. This tells us, by applying (inTav),

ClQ] = (C'[Q] || R) ca A(U) = E[U'(R)]
Now we know that, by congruence of ~ and =, that
P' = A(U) = EJUR)] =~= €[Q"] = E[U'(R")] = AU
as required.

Subcase C'[P] provides an [inn] action: for the final case, suppose

that C'[P] e A and RILe U with P = A(U). In this case, by
Lemma 9 we know that

[inn]

A= M2ETZ(P")] and U = AY.En[m[R || R"] || Y]]
for some P”,m, R, R". Thus, writing P, % AANY.n[m[R || R"] || Y]),

P = AWU) = ELEm[R | B | P']]
= E[E [n[m[R" || R"] || P"]]] (by Lemma 14)
= E[AQAY.n[m[R"|| R"] || Y]]
= E[R]

[inn]|R'R"m
e

Now, by rule (comvy), we know that C'[P] ca Py therefore we

can apply the inductive hypothesis to obtain C'[Q] wc 4 Qo
with Py =~= Q. In fact, Qy = A(AY.n[m[R || R"] || Y]) for

some A’ such that C'[Q] — finl, ¢ A’. By applying the rule (inTav) to this
and the co-action from R we get

ClQl = (€'TQ] | B) Sea A'(V).

Reasoning as above we also obtain A'(U) = &[Qo]. Hence P =
E[R] =~= £[Qo] = A'(U) as required.

This takes care of all possible cases for C and hence concludes the proof.

]
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Theorem 16 (Soundness). P ~c4 @ implies P ~ Q).

Proof. We shall show that ~¢4 satisfies the defining properties of barbed
congruence. These are (i) preservation of reduction, (ii) preservation of barbs,
and (iii) congruence.

Suppose that P ~¢4 Q. We begin by showing (i). Suppose that P — P,
We know by Proposition 13, that there exists P” such that P’ = P’ and
P 5 P'. Then there exists a Q" such that Q = Q" and P ~c4 Q". Using
Proposition 13 we have Q — Q" and, using the fact that = Cr~cy (see
Lemma 11) and transitivity, we are done.

To show (ii), we suppose that P |,,. By definition, this tells us that

P = E[m[ P']] for some P’ such that m is not captured by £. We know then

that P 2™, R for some R. By bisimilarity, we have @) OPETO. R! for some

R'. By Lemma 9, @ = F[m[Q']] for some Q' and F # m, hence Q|,,.
For (iii) we need to demonstrate that C[P] ~c4 C[Q] holds for all C.
This however is the precisely the remit of Proposition 15. O]

5. Completeness

With soundness of bisimilarity established we shall now consider the con-
verse property: completeness. The central issue here is the observability of
actions. As encapsulated by the statement of Lemma 12, the labels of our LTS
have corresponding underlying context-triggered reductions. Completeness
relies on the converse relationship; a context-triggered reduction (or series of
reductions and barb observations) implying the existence of a transition.

Completeness needs to be checked manually—our systematic derivation
technique as outlined in §2 does not guarantee that it holds. Indeed, for an
action a to be observable there must exist a suitable predicate on terms that
(i) characterises when a term is the source of an a-labelled transition and
(ii) is preserved by contextual equivalence (see Proposition 20). Whether or
not this is the case for particular o depends on the language at hand.

Essentially, one needs to show that each kind of label has a context that
characterises it. This is a stronger requirement than that of Lemma 12
which exhibits a relationship between contexts and labels in one direction
only: every labelled transition has a corresponding context in which there
is a reduction to the right-hand side. However, a reduction in this context
does not necessarily imply the existence of the labelled transition. In order
for this to occur, contexts must contain more information.
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When such a contextual condition does not exist for a particular label,
one can use an additional Honda-Tokoro (H7') rule in the SOs specification
to ensure its existence and hence completeness of bisimilarity for contextual
equivalence. For the background and examples of such rules see [30]. In the
setting of ambients they are needed for [inn| and [out n] transitions only (see
Fig. 5) and account for the following situation: the environment provides an
appropriate context x (as in Lemma 12) but the process does not make use
of it, thus y is retained in the result of the interaction. As an example of the
necessity, in general, of the H7 rules for completeness, consider:

7 (0] || vk (k[ inn.0])  and T, ©mo] || 7

where 7 & vm (openm.0 || m[0]). Processes T} and T, are reduction
barb congruent. It is not difficult to check this directly using the fact that
vk k [ O] ~CA 0.

Nevertheless T; ¢4 Ty because the 77 can do a [inn| | R transition that
cannot be matched by T5. Instead, it does hold that T ~cin7)a To:
g, nnllf . [inn]IR

, ——n[0] || vk (n[k[0] || R]) is matched by Ty ——!n[0] || n[ R].

Remark 17 (Completeness and finite processes). It is unclear whether bisim-
ilarity on CA is complete with respect to reduction barb congruence in the
finite language—similar questions have been studied in [30] in a simpler set-
ting. Indeed, based on the examples therein, it is likely that CA is already
complete. Simply adding replication, however, results in a language for which
the CA is not complete, as illustrated by the preceding example. Indeed, in
the full ambient calculus, an ambient’s ability to migrate is unobservable.?

We would thus consider completeness of bisimilarity on CA for the finite
language, speaking colloquially, as ‘completeness by accident’ and not an
important fact: for us the ‘essence’ of completeness lies in a local contextual
characterisation of actions in the spirit of Proposition 20. Indeed, an LTS on
which bisimilarity is proved complete in this sense enjoys the property that
its actions remain observable under various language extensions.

3This fact has been observed in [19] and a suitable adaptation of the definition of
bisimulation is given to account for this. For aesthetic reasons we prefer to use ordinary
bisimulation and thus use a suitable modification of the Honda-Tokoro [16] style rules for
strong equivalences instead.
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PP PP
[inn] (a[IN]) Joutn]
P—"5 Y. P|n[Y] P—"5AY.n[P'|Y]

(a[OuT])

Figure 5: Honda-Tokoro rules H7 for unobservable actions

The following lemma states that adding the H7 rules (see Fig. 5). does
not generate new 7-labelled transitions. It is needed to show the soundness
and completeness of the extension.

Lemma 18. 7-labelled transitions in C + HT agree with reductions.

Proof. Induction on the number of H7 rules present in the derivation of
a T-transition, relying on the conclusion of Proposition 13. Essentially, we
show that any use of the H7 rules can be cut from any given derivation.
For example, we shall show that any derivation with k+ 1 applications of
(a[In)) can be replaced with an equivalent derivation with k applications. Let
us consider the final use of (ajin]). To be discharged, the resulting [in n] needs

to be combined with a [inn] in essentially the following derivation snippet:

P> p

o] (A[IN]) ol (Coln)

P —= AX. P'||n[X] n[Q] ——X\2.Z(Q)

- (INTAU)
P|n[Q]— P'[In[Q]

which can be replaced simply by

PSP

- (L]| Tav)
Pln[Q] = P'|ln[Q]

]

Indeed, bisimilarity ~c4x7)4 on the obtained LTS remains sound for
contextual equivalence.

Proposition 19 (Soundness, (C + H7T)A). P ~cinmya @ implies P~ Q.
Proof. 1t is enough to show that bisimilarity remains a congruence, since the

remainder of the proof of Theorem 16 is unaffected. Moreover the conclusion
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of Lemma 18 tells us that 7-labelled transitions coincide with reductions, and
so in particular with the 7-labelled transitions in C.A.

It suffices then to consider the possible ways in which ‘H7 rules affect the
proof of Proposition 15. We must inspect each case where the rules (a[m)
and (a[our]) can be applied.

First, for any context C if C[P] ——>D[[P’ ] is derived from either (a[m)
or (ajovt]) then also C[P] = P’. But this is matched by C[Q] = Q' such that
P X Q'; then C[P] ﬂD[[Q’]] and, by definition of ~, D[P'] ~ D[Q’].

Now consider the case C = C' | R where C[P] = P’ and the sub case
where C'[P] provides a [inn] action:

[inn] [inn]

C'[P]—U and R—— A with P’ = A(U)

But then R = E[n[R']] and A = MZ.E[Z(R')]; and so A(U) = EJU(R)].
Now C'[P] ™™, /(R") and with the ind. hyp. ¢'[Q] ™™ ¢ < U(R).
Suppose that the latter transition was derived with (a[i)): then C'[Q] = Q"
and Q' = Q" || n[R']. But now

clRl=CQI I R
=C QI E[ RN -Q" | E[n[R']] = E[QT ~ EIU(R)] = P

A similar, if technically simpler, argument applies in the subcase where C'[ P]
provides a [outn] action.

The final case is C = n[C'] with C[P] = P’ deriving from a C'[P] —— U
action. Then P’ = U(0) and thus we have C'[P] —— louenld, pr This, using the

ind. hyp., is matched with C’ [[Q]] foutnlld —— @' with P’ <~ @'. If the latter arises
from an application of (afour]) then we have C'[Q] = Q" and Q' = n[Q" ||

0] = n[Q"]. But then C[[Q]] =n[C'[Q]] = n[Q"] = Q' ~ P. O

Concerning the remaining possible labels not considered by H7 rules, we
need to show that each complete labelled transition can be characterised by
a predicate that is stable under reduction barbed congruence. This, unfortu-
nately, is technical, calculus-specific work and is not particularly illuminating.
The appendix is devoted to obtaining the right predicates, as summarised by
the following:

[out n]
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Proposition 20. Lemmas 22, 23, 24, 25 and 26 in the appendix concern all
the non-1 labels:

a € {openn | R, openn| R, [inn]| RSk,
inn | RkS, outn | RES, [inn|| R, [outn]| R}}

and for each such o introduce a binary predicate ®,(P, P") on terms that
characterises labelled transitions in the following sense:

e if P P then ®,(P, P');
o if ®,(P, P') then 3P" = P’ such that P< P".

Additionally, the predicates ®, are stable under barbed congruence in the
following sense: if P ~ @) and there exists P' such that ®,(P, P") then there
exists Q' such that P ~ Q" and ®,(Q,Q"). ]

These individual characterisations allow us to easily prove completeness.
Theorem 21 (Completeness). P ~ Q implies P ~cin1)4 Q-
Proof. We need to show that ~ is a bisimulation. Suppose that P = P

e if a = 7 then the result follows immediately from Lemma 18;

e otherwise we use the appropriate predicate &, (see Proposition 20).
Indeed, if P P’ then ®,(P, P'). Then since P ~ @, there exists Q'
such that @ ~ Q" and ®,(Q, Q). Then there exists Q" = @’ such that
Q5 @Q". Using the fact that = C~ and the transitivity of ~ we have
P ~Q".

]

6. Conclusions, related and future work.

The introduction of the ambient calculus in [8] has spawned a consider-
able amount of research on the topic regarding variants of the calculus (e.g.
(12, 11, 4]), type systems (e.g. [20, 7, 5]) and implementation details (e.g.
(14, 25]). However, there has been relatively little work on labelled charac-
terisations. An early attempt by Cardelli and Gordon [6] was abandoned in
favour of a simpler approach in [9]. Interestingly, the structural rules and
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use of abstractions in the meta-language was already present in [6] where the
authors seemed to encounter difficulties in relating their structural labels to
contexts. This was particularly true for co-actions. The approach that we
take in this paper resolves this issue.

Subsequent to [6, 9], Merro and Zappa-Nardelli [19] designed an LTS and
established a full abstraction result using a form of context bisimilarity. Their
paper is ostensibly the approach most closely related to ours in terms of
results, but the emphasis in our research is on a systematic derivation of the
LTS. Indeed, our belief is that the main significance of our contribution is not
the introduction of a new LTS for ambients but rather a step towards generally
applicable techniques for the derivation of labelled transition systems. In this
we were fortunate in having had the model in [19] to use as a comparison
and sanity check for our own semantics.

We hope that the benefits of our approach will become clear once one
has compared the two LTS models: Merro and Zappa-Nardelli produced an
LTS that built on the initial attempts by Cardelli and Gordon [6] (that al-
ready contained a reasonable account of the structural transitions towards
an inductive definition of the 7-reduction relation) by analysing the contex-
tual interactions provided by an arbitrary environment. Doing this neces-
sitated a restriction to system level ambients—that is, ambients that were
all boxed at top level—and a use of a piece of meta-syntax o to allow ar-
bitrary environmental processes to be re-inserted into terms. The latter of
these requirements resurfaces in our work through the use of the A-calculus
meta-language but the former, the restriction to systems, is avoided by pro-
viding context-oriented structural transitions in the LTS C. The effect of
this is that all of our (completed) labelled transitions are suitable for use in
the definition of bisimulation as opposed to only the class of env-actions in
[19]. Notice, for example, that our base rules (iv) and (ov) of Fig. 2 retain
the structure of the interacting context and term. This structure is carried
in the rules (~Ams) and (ovams) whereas Merro and Zappa-Nardelli’s related
rules, (Exter Sun) and (Exir sun), in [19] serve primarily to recover this necessary
structure. Our treatment of co-actions, in rules (covr) and (cooreny) of Fig. 4,
by completing them with skeletal structure as well as missing parameters,
is mirrored in the rules (co-Exter) and (oren) of [19] although the restriction
to systems complicates the latter of those. The remaining difference lies in
the use of the name enclosing the migrating ambient in the (Exter) and (Exir)
rules. They are included as part of the label in [19] and therefore reflect a
slightly finer analysis of observability in ambients. However, rules (Exter Sun)

32



and (Exir Sun) are then necessary because this name is not always observable.
Our equivalent rules (inams) and (ovrams) do not record the name of an enclos-
ing ambient in the label because this information is not determined by the
context and the name’s identity must be subsequently discovered by some
context parameter processes. Unlike [19] we deal with the unobservability of
[inn] and [outn| actions using Honda Tokoro style [16] rules in Fig. 5 rather
than adopting a non-standard definition of bisimulation in the style of [1].
In conclusion, our derived LTS is pleasingly similar to, and, we believe, con-
ceptually cleaner than its counterpart in [19] that represents the state of the
art for this language to date.

In addition to the work mentioned above there have been a number of
LTS models for variants of the ambient calculus [13, 11, 12, 4]. These models
all use a variant of the language for which the contextual observations of co-
actions are much clearer than in the pure ambient model and therefore the
co-action labelled transitions are more easily defined. It will be worthwhile
to see how our methodology fares when applied to these variants.

Finally, it is interesting to note that Sewell has already considered ap-
plying his contexts-as-labels approach [33] to the ambient calculus. We note
that this work already suggests using (non-inductive versions of) our rules
(In), (Our), and (oeev). Similarly, Jensen and Milner [17] use the context-as-
labels approach to provide a derived LTS for the ambient calculus via an
encoding to bigraphs. This LTS is also non-inductive and the lack of a de-
tailed analysis of the resulting RPOs in [17] makes it difficult for us to find
any striking similarities with our SOs rule-set and LTS.

In this paper and in [28] we have considered strong bisimilarity. Because
Proposition 13 holds and because our bisimulation equivalence is defined over
complete actions CA, in principle it should be possible to smoothly lift our
soundness and completeness results to weak bisimilarity. Notably, for weak
transitions

PLoag- - Sea- Sea P

we shall only ever need to decompose the strong « transition in to its process
and context views. In particular, to characterise the weak equivalences, it is
not the case that we shall need to consider weak transitions from the C and
A transitions systems separately. The difficulties that may arise in the weak
case lie in providing contexts that witness weak transitions for the proof of
completeness.

The separation of process and context views in our approach means that
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our bisimulation equivalences are context bisimulations. This is due to the
completion of labels by considering arbitrary context processes. As shown
in [28], it is sometimes possible to exploit this separation in order to refine
the context view so that only certain archetypal context processes need be
supplied. An analogous refinement for ambients would be desirable, albeit
very difficult; we believe that our LTS serves as a good basis from which to
do this.

Having experimented on the 7-calculus [28] and the ambient calculus, we
now intend to develop our method for deriving transition systems in a general
setting and establish soundness and completeness results for a wider range
of calculi.

Acknowledgment. We thank the anonymous referees for their useful remarks,
which have helped us to significantly improve the presentation of the paper.
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Appendix

Here we obtain the necessary predicates described in Proposition 20.
While the proofs are fairly technical, there are no sophisticated techniques
used and most of the work is done by the structural lemmas (Lemmas 9
and 10).

The only real difficulty is in ensuring that the context-view contribution
in the label does not take part in the interaction—we solve this problem
by inhibiting its participation. Basically, the contributed processes are not
used directly but are guarded by an open prefix that destroys a fresh-named
ambient. Let {P} (read “inhibit P") % i[ ] || openi.P. Clearly {P}¥|; and
{P} — P. To ascertain that such an inhibited P does not take part, one
checks for the presence of the ambient i after the interaction takes place.

Lemma 22 (Contextually characterising open and open). Let:

def i def i
Xopennig = 1pr || n[{R}'], Xopenmig = 1pr || openn.{R}', and

o, P) ¥ 3P. x.[P] — P, Pli, P, — P, P'Js.

Then for o € {openn | R,openn | R}:
(i) if P< P’ then ®(P, P');
(i3) if ®(P, P') then 3P" = P’ such that P % P".

Proof. (i) It P "™, P’ then P = E[openn.Q] and
P = (AY.E[P || YD(R) (Lemma 10).

Now Xopennip[P] = E[openn.Q[ || n[{R}] = &'[openn.Q" || n[{R}']] —
Q|| {rRY] = (€1Q] I| {R}) li and €[Q] || {R} — P'. Similarly if
P prthen P = E[n[Q]] and P" = (AY.E[Y || Q])(R). Then we
have Xopermr[P] = E[n[Q]] || openn{R} = &'[n[Q'] || openn.{R}] —
Q" | {RY] = €[Q] || {R} li- Moreover E[Q] || {R} — P’. In both
instances, P’ does not contain ¢ and so cannot barb on it in any interaction
context.

(i) Suppose that Xopennr[P] = P || n[{R}'] — Py such that P |;. Since
n[{R}'] cannot reduce without destroying the barb ¢ and n[{R}'] /;, the
reduction must involve both P and n[{R}']. The unique possibility that
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leaves i at top level is P = EJopenn.Q] and so we have P, = £[Q] || {R}.
Now if P, — P’ such that P’ j; then it follows that the unique possible
reduction is P, — E[Q] || R = (AY.€[Q || Y])(R). Then by Lemma 10, we

have P 22", pr for some P = P'.
Similarly, if Xepermr[P] = P || openn.{R} — Pi|; then P = E[n[Q]]
and P, = &[Q] || {R}. Now if P, — P" J; then P' = £[Q] || R

AY.E[Y || Q[(R). We thus have P 2=, pr, O
Lemma 23 (Contextually characterising [in]). Let:

X = Tpe | K[inn{R|| S}'], &= 1p, || openn.openk.{0}*,

o(p,P) ¥ 3P, P x[P] — P, ¢[P] — %Py,
P2~Li172'27 Pl - Pl? ve (7/1 ¢ 8) - (GHPI]] 7&7‘1)

Then:
(i) it PR b yhen &(P, P
(i1) if ®(P, P') then 3P" = P’ such that p ISk pn

InnlfSE, pr then P = E[n[PT]] and

P = (AYZx.E[n[x[Y || Z] || PTI])(RSk).

Proof. (i) If P

Then

X[EM[PI] = ML PI] | K innAR || S}"]
=&'[n[ P k[inn AR (| SY* 1] — En[P* | KI{R || S} 11

Now

E[E I PHII K[{R || SY 1T
= &'[n[PY| K[{R | S¥]] || openn.open k.{0}2]
— E[PT | K[{R || S¥] || open k.{0}]
— E[PY AR SY (I {OV] Liris -
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Clearly also &'[n[ P} || kK[{R ] S}']]] — P’ and P’ does not contain in-
stances of ;.

(i) Suppose Y[P] = P | k[innAR | S}'] — Pr and €[P] = Py |
openn.open k.{0}2 — 2P, such that P, |;, ;,. First notice that P, };,, since
the only reduction that “unlocks” the barb is the insertion of the & ambient
into an n ambient, and in that case the ambient is not at the top level. Now
because P, |;, we must have either

=[] [[K[Q]]  or P = E'n[k[C1] ]| Q]]

Note that, since P, /f;,, we have that £&'[0] 4. In the first case we have
P, = E'Q: || Q2 || {0}F]. Since also P,|;, we must have either Q; |;, or
(22 li,. Then an examination of the possible targets of the first reduction then
confirms that the first choice for P; is impossible. Hence P, = E'[n[k[ Q1] ||
Q2 ]] and moreover, @, = E"[{R || S}*]. This leaves just one possible reduc-
tion, and we conclude that P, = E[n[k[{R || S}'] || Q2]], which means that
P = £[n[Q2]]. Finally, it is again easy to see that the only possible reduc-
tion from P; which renders i; invisible to any context is the reduction that
destroys it, ie P = E[n[k[R || S] || Q2]]- It follows from the Lemma 10

that P Y55 O zx En[x[Y || Z] || Q21])(RSK) = P'. O
Lemma 24 (Contextually characterising in). Let:

X = k[1p | {RY2] ]| n[{S}"],

def def
§+ =

= 1p, || openn.openk.{0V3, ¢ = 1p, || open k.{0}

®(P,P) ¥ 3P, Py x[P] — P, '[P — *Paliinis,
VI. [P — T, T figays Pr — 2P, V0. (i1, is & 0) — (O[P'] Vi i0)
Then:
(i) if P25 prthen &(P, PY);
(ii) if ®(P, P') then 3P" = P’ such that P "% pr.

Proof. (i) If p M prthen P = Einn.Q] and
P = (AXxY.n[x[E[Q] | X] || Y])(RES).
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So x[P] = K[Elnn.Q) | {RY=] | n[{S¥*] — n[k[EQL || {RY=] | {S¥"].
Now substituting the right-hand side into £ gives n[k[E[Q] || {R}2] ||
{SY*] || openn.openk.{0Fs — 2£[Q] || {R}* || {SF* || {0}* Lirspiy- Using
¢~ instead gives n[k[E[Q] || {R}?] || {S}*] || openk.{0}* which cannot
reduce to reveal i3 since there is no top-level k& ambient. Finally, n[k[E[Q] ||
{R}Y2] || {S}*] — 2P’ which does not contain instances of iy, is.

(77) Consider the possible ways of finding a redex in x[P] = k[P ||
{R}Y2] || n[{S}"], with the caveat that no part of {R}? and {S}"* may be
used, as this would destroy, respectively, i and 7; which need to be observed
subsequently.

If the reduction is internal to P then the result is of the form k[PT ||
{rY2] || n[{S}"]. But T[K[P" [ {R}=] | n[{S}*]] — PT || {R}* |
n[{SY] || {0}* | is,i3. Alternatively, P may contain a top level ambient
of the form I[&out k.PT]], in that case the reactum is I[[E[PT]] || k[ P* ||
{R}Y2] || n[{S}*] which again exposes the barb i, after interaction with
¢~. The only remaining possibility is P = E£[inn.Q] which implies that
P = n[k[E]Q] || {R}?] || {S}*] which clearly has the correct behaviour
wrt to €T and 7. Also, the only possibility to hide 41, io with two reductions
is to destroy them, hence P" = n[k[E][Q] || R] || S] and the correct labelled
transition follows via Lemma 10. [

Lemma 25 (Contextually characterising out). Let:

- n[k[1p || {R}*] || {SV2], ¢y, | open k.open n.{0}"

défﬂPhPmPs-X[[P]] - Plaé[[Pl]] — P, P, — P,

PQlip P3li1,i27i37 P1 - 2P,7 Ve (i17i2 ¢ 9) - (Q[P/] 7%@71'2)'

(P, P)

Then:

(i) if P25 pryhen (P, PY);

(ii) if ®(P, P') then 3P" = P’ such that PMP”.

outn|RkS
_

Proof. (i) if P P’ then P = E[outn.Q] and

P = (OXxY.z[E[Q] || X] || n[Y])(RES).
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Then

X[P] = n[k[E[outn.Q] || {RY*] || {S}"]
— K[E[QL [ {RY*] I n[{S}?].

Inserting the right-hand side into & yields

KLETQD | {R}* 11 n[{S}*] || open k.openn.{0}*
— E[Q] I {R}" | n[{S}*] || openn.{0}"* |;,
= E[QY I {RY" 1 {8} 1 {0} Livinis -

Also, K[E[QD | {R}" ] | n[{S}?] — P

(<) Consider the possible ways finding a redex in x[P] = n[k[P ||
{R}Y1] || {S}2]. Note that R and S cannot take any part in the first inter-
action as this would involve the destruction of barbs 7; and 7,. If the redex
is entirely contained in P (ie P — P%) then, after the reduction we have
a term n[k[PT || {R}"] || {S}2] which does not have k at top level and
hence cannot interact with £&. The second possibility is that P contains a
top-level ambient of the form I[E[outk.PT]], in this case after the reduc-
tion we have n[I[E[PT]] || k[P || {R}*] || {S}?] that fails to interact
with ¢ for the same reason. The final possibility is that P = E[outn.Q]
in which case P, = k[E[Q] || {R}*] || n[{S}2]the only choice that has
the correct behaviour wrt £&. The only two reductions which hide the barbs
71 and iy from any context, therefore, are those which destroy them, hence
P = K[E]Q] || R] || n[ S] whence the required transition follows from the
Lemma 10. [

Lemma 26 (Contextually characterising [in] and [out]). Let:

def i def i def i
Xinnjr = Lpe [| n[{R}" ], Xpouenpr = nl1pe | {B}* ], & = 1pr || openn.{0}=

o =3P, Py xalP] — Pu by €[P] — Polivaa,
Py — PO ¢ 0) — (0[P #:,)
Then, for a € {[inn|| R, [outn]| R} we have:

(i) if PSP then ®(P, P');
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(ii) if ®o(P, P') then there exists P" = P’ such that P = P".

Proof. (i) P [nnl®, pr. if the derivation does not feature the use of a H7 -rule
then Lemma 10 applies: for some m, P = E[m[E'[inn.Q]]] and

Pr= (AY-En[m[ETQ] | YID(R).

We have

Xinmyr[€[n [ linn. Q] = E[m[E'Tinn. QT || n[{R}"]
— En[m[ETQ]] [ {R}*]].

Plugging in &:

Eln[m[E'Q] I {R}" 1] || openn.{0}> — m[ETQT] | {R}" || {0} Ly s,

and E[n[m[E'[Q]] | {R}*]] — P".

On the other hand, if (ja1v) is used then P @Q and P’ = Q || n[R].
Hence, using Lemma 18, Xjnnr[P] — Xinnr[Q] = @ || n[{R}*]. Now
QI n[{R}"]] = @ | n[{R}"] || openn.{0}2 — Q || {R}" || {0}2]i,4,-
Also, @ || n[{R}*] — P".

A similar calculation can be carried for the case a = [outn| | R.

(ii) Suppose that Xinnr[P] — Pi, E[P] — P lis, Pr — P', and
V0.(iy ¢ 0) — (0[P'] 4;,). Examining Xjnnr[P] = P || n[{R}"], the only
possible reductions that do not involve {R}'* and that do not result in the
barb i; at top level are: (1) an internal reduction in P — () in which case
P = Q || n[{R}"]; the only subsequent reduction that hides the 7; ambient
from any context is the reduction that destroys it, hence P' = @ || n[R].
But then there is Q' = @ such that P> Q' and so via an application
of ([av]), PMP”, where P” = Q' || n[R] = Q || n[R] = P'. (2
P = Em[&inn.Q]]] and P, = n[E[m[E[Q]]] | {R}*]. Then we must
have P = n[E[m[E'[Q]]] || R] and so there exists P” = P’ such that
p Lt pr

Again, a similar calculation can be carried out for a = [outn| | R. O

42



