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Abstract—This paper presents an irregular distributed space-time (Ir-DST) coding scheme designed for near-capacity cooperative communications where the system’s effective throughput is also maximized with the aid of a joint source-relay mode design procedure. At the source node, a serially concatenated scheme comprising an IrRegular Convolutional Code (IRCC), a recursive unity-rate code (URC), and a space-time block code (STBC) was designed for the sake of approaching the corresponding source-to-relay link capacity, where the IRCC was optimized with the aid of EXtrinsic Information Transfer (EXIT) charts. At the relay node, another IRCC is serially concatenated with an identical STBC. Before transmitting the relayed information, the relay’s IRCC is reoptimized based on EXIT chart analysis for the sake of approaching the relay channel’s capacity and to maximize the relay’s coding rate, which results in a maximized effective throughput. We will demonstrate that the topology of the Ir-DST system coincides with that of a distributed turbo code (DTC). At the destination node, a novel three-stage iterative decoding scheme is constructed to achieve decoding convergence to an infinitesimally low bit-error ratio (BER). Finally, our numerical results show the proficiency of our joint source-relay mode design procedure, demonstrating that the proposed Ir-DST coding scheme is capable of near-capacity cooperative communications and of maximizing the effective throughput.

Index Terms—EXITernistic Information Transfer (EXIT) charts, irregular distributed space-time (Ir-DST) code, iterative detection.

I. INTRODUCTION

Over the past few years, cooperative communication schemes [1]–[3], which combine the benefits of distributed multiple-input–multiple-output (MIMO) systems with relay technologies, have intensively been studied. In a relay network, where the nodes (users) are equipped with either single or multiple antennas, cooperative communications allow the nodes (users) to assist each other in forwarding (relay) all messages to the destination rather than transmitting only their own messages. Since the MIMO transmitter’s elements in such a network are distributed, the network forms a “distributed MIMO” system. For the sake of improving the diversity gain of relay-aided networks, numerous cooperative protocols [1]–[4] have been proposed. In most cooperative scenarios, the decode-and-forward (DF) and amplify-and-forward (AF) protocols are predominantly used. However, a strong channel code is required to mitigate the potential error propagation in the DF scheme or to avoid noise enhancement in the AF scheme.

Inspired by the classic turbo codes used in noncooperative communication scenarios, distributed turbo codes (DTCs) [5] have been proposed for “distributed MIMO” systems, which benefit from a turbo processing gain. However, DTCs suffer from having an imperfect communication link between the source and relay nodes. Hence, a three-component distributed turbo trellis-coded modulation (DTTCM) scheme has been proposed in [6], which takes into consideration the realistic condition of having an imperfect source-to-relay communication link. The DTTCM scheme [6], designed using EXITeristic
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**II. SYSTEM MODEL**

We consider a two-hop relay-aided network, which has a single source node having $N_s$ antennas, a single relay node equipped with $N_r$ antennas, and a destination node having $N_d$ antennas, where all nodes obey the half-duplex constraint, i.e., a node cannot simultaneously transmit and receive. The schematic of the proposed system is shown in Fig. 1, which typically entails two phases. In Phase I, the source node $s$ broadcasts the information to both the relay node $r$ and the destination node $d$. The relay node $r$ processes the received information and forwards it to the destination node $d$ in Phase II, whereas the source node $s$ remains silent. The destination performs decoding based on the messages it received in both phases. As in [14], we model the communication links in Fig. 1 as being subjected to both long-term free-space path loss and short-term uncorrelated Rayleigh fading.

Let $d_{ab}$ and $P_{ab}$ denote the geometrical distance and the path loss between nodes $a$ and $b$. The path loss and the geometrical distance can be related by [14]

$$P_{ab} = \frac{K}{d_{ab}^\alpha}$$

where $K$ is a constant that depends on the environment, and $\alpha$ is the path-loss exponent. For a free-space scenario, we have $\alpha = 2$. The relationship between the energy $E_{sr}$ received at the relay node and that at the destination node $E_{sd}$ can be expressed as

$$E_{sr} = \frac{P_{sr}}{P_{sd}} E_{sd} = G_{sr} E_{sd}$$

where $G_{sr}$ is the power gain (or geometrical gain) [14] experienced by the source-to-relay link with respect to the source-to-destination link as a benefit of the commensurately reduced distance and path loss, which can be expressed as

$$G_{sr} = \left(\frac{d_{sr}}{d_{rd}}\right)^2$$

Similarly, the geometrical gain at the relay-to-destination link with respect to the source-to-destination link can be formulated as

$$G_{rd} = \left(\frac{d_{rd}}{d_{rd}}\right)^2$$

Naturally, the geometrical gain at the source-to-destination link with respect to itself is unity, i.e., $G_{sd} = 1$. Therefore, owing to the triangle inequality applied in Fig. 1, the geometrical gains $G_{sr}$ and $G_{rd}$ have to satisfy

$$G_{sr} + G_{rd} + 2\sqrt{G_{sr}G_{rd}} \geq G_{sr}G_{rd}$$

We assume that the relay node is closer to the source node than to the destination node, whereas both the source and the relay are far from the destination, i.e., we have $G_{sr} > G_{rd}$. In this scenario, the relay benefits from a higher received signal power than the destination. This assumption facilitates the employment of near-perfect DF relaying (similar arguments can be found in [15] and [16]); otherwise, other relaying modes might be better choices [e.g., AF and compress-and-forward]. Hence, the vector hosting the received signal at the relay node during Phase I, which consists of $L_s$ number of symbol periods, can be formulated as

$$y_r = \sqrt{G_{sr}} H_{sr} c_s + n_r$$

where $y_r = [y_{r,1}, ..., y_{r,N_r}]^T$ is the $N_r$-element vector of the received signals at the relay node, and $H_{sr}$ is the $(N_r \times N_s)$-element channel matrix, the entries of which are independent and identically complex Gaussian distributed with a zero mean and a variance of 0.5 per dimension. Furthermore, $c_s = [c_s,1, ..., c_s,N_s]^T$ is an $N_r$-element vector of the signals transmitted from the source node at an average power of $P_0$, and $n_r = [n_r,1, ..., n_r,N_r]^T$ is an $N_r$-element noise vector. Each element of $n_r$ is an additive white Gaussian noise (AWGN) process having a zero mean and a variance of $N_0/2$ per dimension. By contrast, the signal vector received at the destination node during Phase I can be expressed as

$$y_d = \sqrt{G_{sd}} H_{sd} c_s + n_d$$

and the signal vector received at the destination node during Phase II, when $L_r$ number of symbols are transmitted from the relay node, is formulated as

$$y_d^{II} = \sqrt{G_{rd}} H_{rd} c_r + n_d$$
where \( y_d = [y_{d,1}, \ldots, y_{d,N_d}]^T \) and \( y_f = [y_{f,1}, \ldots, y_{f,N_f}]^T \) are both \( N_d \)-element vectors of the signals received during Phase I and Phase II at the destination node, respectively, and \( H_{d,d} \in \mathbb{C}^{N_d \times N_d} \) and \( H_{d,rf} \in \mathbb{C}^{N_d \times N_r} \) are the corresponding channel matrices, the entries of which are independent and identically complex Gaussian distributed with a zero mean and a variance of 0.5 per dimension. Finally, \( c_r = [c_{r,1}, \ldots, c_{r,N_r}]^T \) is an \( N_r \)-element vector of the signals transmitted from the relay node at the same power \( P_0 \) as that of \( c_s \), and \( n_d = [n_{d,1}, \ldots, n_{d,N_d}]^T \) is an \( N_d \)-element AWGN vector, with each element having a zero mean and a variance of \( N_0/2 \) per dimension.

III. IRREGULAR DISTRIBUTED SPACE TIME CODES

A. Ir-DST Encoder

In this paper, we consider a specific two-hop relay-aided network associated with \( N_s = 2, N_r = 2, \) and \( N_d = 4 \), as shown in Fig. 1. At the source node, we use Alamouti’s space-time block code (STBC) [17] amalgamated with a recursive unity-rate code (URC) \(^1\) used as the inner code, whereas an IRCC [12], [13] having an average code rate of \( R_c \) is amalgamated with Alamouti’s STBC scheme, where the IRCC is further improved with the aid of a joint source-and-relay mode design procedure, as we will show in Section IV-B for the sake of approaching the relay channel’s capacity. Specifically, the notations \( \pi_r \) and \( \pi_s \), in Fig. 2 represent the bitwise random interleaver used at the source node and the relay node, respectively. Compared with the topology of the DTC [5], it may be observed that the cooperative scheme seen in Fig. 2 combines the benefits of a serially concatenated scheme and a DTC, which is referred to as an Ir-DST coding scheme in this contribution.

B. Three-Stage Iterative Decoding at the Destination

The novel three-stage iterative decoder structure of the Ir-DST scheme is shown in Fig. 3. At the destination node, the signals received during Phase I are first decoded by the amalgamated\(^2\) “STBC\(_r\)-URC\(_r\)”, decoder to produce the \( \textit{a priori} \) log-likelihood ratio (LLR) values \( L_{1,a}(c_1) \) of the coded bits \( c_1 \) by the maximum \( \textit{a posteriori} \) probability algorithm [19]. The IRCC decoder shown in the top right of Fig. 3 processes the information forwarded by the “STBC\(_r\)-URC\(_r\)”, decoder in conjunction with the \( \textit{a priori} \) LLR values \( L_{1,a}(u_1) \) of the information bits \( u_1 \) gleaned by the “STBC\(_r\)-IRCC\(_r\)”, relay decoder to generate the \( \textit{a posteriori} \) LLR values \( L_{1,p}(u_1) \) and \( L_{1,p}(c_1) \) of the information bits \( u_1 \) and of the coded bits \( c_1 \), respectively. As shown in Fig. 3, the \( \textit{a priori} \) LLRs \( L_{1,a}(c_1) \) are subtracted from the

\(^1\)URCs were proposed by Divsalar et al. [18] for the sake of extending the overall system’s impulse response to an infinite duration, which efficiently spreads the extrinsic information and, hence, improves the achievable iterative detection gain.

\(^2\)The terminology “amalgamated” is used here to indicate that, although it might have some benefits to exchange extrinsic information between these two blocks, no iterations were used between them.
a posteriori LLR values $L_{1,p}(c_1)$, and then, they are fed back to the “STBC–URC,” decoder as the a priori information $L_{2,a}(u_2)$ through the interleaver $\pi_r$. We term this information-exchange process seen in the top trace in Fig. 3 as the “inner” iteration. Similarly, during the “outer” iterations, the a priori LLR values $L_{1,a}(u_1)$ fed into the IRCC$_s$ decoder are also subtracted from the a posteriori LLR values $L_{1,p}(u_1)$ for the sake of generating the extrinsic LLR values $L_{1,e}(u_1)$, as shown in the top right corner of Fig. 3. Then, $L_{1,e}(u_1)$ is passed to the amalgamated “STBC–IRCC,” relay decoder as the a priori information $L_{4,a}(\tilde{u}_1)$ before $L_{4,e}(\tilde{u}_1)$ is fed back to the IRCC$_s$ decoder as the a priori information $L_{4,a}(u_1)$ through the de-interleaver $\pi_r^{-1}$. During the last “outer” iteration, only the LLR values $L_{1,p}(u_1)$ of the original information bits $u_1$ are required, which are passed to the hard-decision block in Fig. 3 to estimate the source bits.

IV. NEAR-CAPACITY SYSTEM DESIGN AND ANALYSIS

To design a near-capacity coding scheme for the proposed two-hop relay-aided network, in Section IV-A, we first derive the upper and lower bounds on the relay channel’s CCMC capacity and those of the DCMC capacity (constrained information rate) for Alamouti’s STBC scheme since the relay channel’s exact capacity formula is unavailable. Then, the EXIT-chart-based joint source-and-relay mode design will be carried out in Section IV-B.

A. Relay Channel’s Capacity

As presented in [15], a general upper bound on the CCMC capacity of a half-duplex relay system may be derived based on the original results of [20] on the full-duplex relay channels, which is given by

$$C_{CCMC}^\text{coop} \leq \max_{p(x_1,x_2)} \min \left\{ \lambda E \left[ I(X_1,Y_1) \right] \right\} + (1 - \lambda) E \left[ I(X_2,Y_2) | X_1 \right] \lambda E \left[ I(X_2,Y_2) \right] + (1 - \lambda) E \left[ I(X_2,X_2) \right] \right) \right)$$

(9)

where $\lambda$ is the ratio of the first time slot duration to the total frame duration. On the other hand, another achievable rate definition for the DF protocol, which can be regarded as a lower bound on the CCMC capacity of the relay system, was provided in [15] in the form of

$$C_{CCMC}^\text{coop} \geq \max_{p(x_1,x_2)} \min \left\{ \lambda E \left[ I(X_1,Y_1) \right] \right\}$$

$$+ (1 - \lambda) E \left[ I(X_2,Y_2) | X_1 \right]$$

$$\lambda E \left[ I(X_2,Y_2) \right] + (1 - \lambda) E \left[ I(X_2,X_2) \right] \right) \right)$$

(10)

In [15], the source node continues transmission during the second time slot.

where $p(x_1, x_2, x)$ indicates the joint probability of the signals transmitted from the source and relay nodes. The signals $X_1$ and $X_2$ are transmitted from the source node during the first and the second time slot, respectively, whereas $Y_1$ and $Y_2$ represent the corresponding signals received at the destination during the two consecutive time slots. Furthermore, $X$ and $Y$ are the transmitted and received signals at the relay node, respectively.

In our half-duplex-constrained relay-aided system, the source node does not transmit during Phase II, i.e., $X_2 = 0$, and we have $E[I(X_2; Y_2 | X)] = 0$ and $E[I(X_2; Y_2 | Y_2)] = E[I(X; Y_2)]$ in (9) and (10). Hence, based on (6)–(8), the upper and lower bounds of the relay channel’s capacity can be derived accordingly as

$$C_{CCMC}^\text{coop} \leq \max_{p(c_1,c_2)} \min \left\{ \frac{L_s}{L_s + L_r} E \left[ I(C_s,Y_1) \right] \right\} + \frac{L_r}{L_s + L_r} E \left[ I(C_r,Y_1) \right]$$

$$+ \frac{L_r}{L_s + L_r} E \left[ I(C_r,Y_2) \right] \right) \right)$$

(11)

$$C_{CCMC}^\text{coop} \geq \max_{p(c_1,c_2)} \min \left\{ \frac{L_s}{L_s + L_r} E \left[ I(C_s,Y_1) \right] \right\}$$

$$+ \frac{L_r}{L_s + L_r} E \left[ I(C_r,Y_1) \right]$$

$$+ \frac{L_r}{L_s + L_r} E \left[ I(C_r,Y_2) \right] \right) \right)$$

(12)

respectively.

In addition to the CCMC capacity bounds of (11) and (12), we evaluate the information-rate bounds for the relaying channel in conjunction with i.u.d. inputs. In this contribution, we employ Alamouti’s G2 scheme [17] at both the source and relay nodes, whose codeword matrix is given by

$$C_{G2} = \begin{pmatrix} c_1 & c_2 \\ -\bar{c}_2 & \bar{c}_1 \end{pmatrix}^T$$

(13)

Based on (6)–(8), the signal received at the relay node during $V = 2$ consecutive symbol periods can be written as

$$Y_r = \sqrt{G_{sr}} H_{sr} C_s + N_r$$

(14)

while the signals received at the destination node during $V = 2$ consecutive symbol periods in Phase I and Phase II are expressed as

$$Y_d^f = \sqrt{G_{rd}} H_{rd} C_d + N_d$$

(15)

$$Y_d^{II} = \sqrt{G_{rd}} H_{rd} C_r + N_d$$

(16)

respectively. Specifically, $Y_r = [y_{r,1}, \ldots, y_{r,V}] \in \mathbb{C}^{N_r \times V}$, $Y_d^f = [y_{d,1}^f, \ldots, y_{d,V}^f] \in \mathbb{C}^{N_d \times V}$, and $Y_d^{II} = [y_{d,1}^{II}, \ldots, y_{d,V}^{II}] \in \mathbb{C}^{N_d \times V}$ are the matrices hosting the sampled signal received at the relay node and the destination node, respectively, whereas $H_{sr} \in \mathbb{C}^{N_r \times N_s}$, $H_{rd} \in \mathbb{C}^{N_d \times N_r}$, and $H_{rd} \in \mathbb{C}^{N_r \times N_r}$ are the corresponding quasi-static channel matrices, which are constant over $V = 2$ consecutive symbol periods. Furthermore, $C_s = [c_1, \ldots, c_V] \in \mathbb{C}^{N_r \times V}$ and $C_r = [c_r, \ldots, c_{V-r}] \in \mathbb{C}^{N_d \times V}$ represent Alamouti’s G2 matrices characterizing the transmissions of the source and relay nodes, whereas $N_s = [n_1, \ldots, n_{V-r}] \in \mathbb{C}^{N_r \times V}$ and $N_d = [n_d, \ldots, n_{d,V}] \in \mathbb{C}^{N_d \times V}$ represent the AWGN matrix incurred at the relay and destination nodes, respectively.

Hence, we may readily derive the upper and lower bounds on the constrained information rate of the relaying channel with i.u.d.
Fig. 4. Relay channel’s CCMC capacity and constrained information-rate bounds employing the 4QAM-modulated G2 scheme when the network is configured with $G_{sr} = 8$ and $G_{rd} = 2$, and $L_s = L_r$.

G2 codeword-matrix inputs as

$$C_{DCMC}^{coop} \leq \min \left\{ \frac{L_s}{L_s + L_r} E[I(C_s, Y_s^d, Y_r)] \right\}$$

(17)

$$C_{DCMC}^{coop} \geq \min \left\{ \frac{L_s}{L_s + L_r} E[I(C_s, Y_r)] \right\}$$

(18)

respectively, where the corresponding constrained information rates of $E[I(C_s, Y_s^d, Y_r)]$, $E[I(C_s, Y_r)]$, $E[I(C_s, Y_s^d)]$, and $E[I(C_s, Y_s^d)]$ can be computed based on [21, eq. (9)].

An example for a specific network configuration associated with $L_s = L_r$, $G_{sr} = 8$, and $G_{rd} = 2$ is shown in Fig. 4, where the direct-transmission-based benchmark is also depicted with the power constraint $P_0$ for a fair comparison. The CCMC capacity and the information rates obeying the i.u.d. four-state quadrature amplitude modulation (4QAM)-modulated G2 codeword-matrix input constraint are evaluated by the upper and lower bounds given in (11) and (12), and (17) and (18), respectively. We can see in Fig. 4 that the lower and upper bounds converge and exhibit a substantial capacity gain over conventional direct transmission in the low and medium SNR regimes below a certain convergence threshold, which is caused by the geometrical gain of the relay-to-destination link. On the other hand, it is observed that the relay channel’s DCMC capacity is only half of the direct transmission due to a factor of $(L_s/L_s + L_r) = 0.5$ multiplexing loss in the half-duplex scenario. The DCMC capacity provides the fundamental limits on the performance of a practical coding/decoding scheme. In Section IV-B, we will propose an optimal distributed coding scheme, which is capable of approaching the relay channel’s limits under arbitrary relay network configuration.

**B. Joint Code Design for the Source-and-Relay Nodes Based on EXIT Charts**

For the sake of analyzing the convergence behaviors of iterative decoders employed by the two-hop relay-aided system, we use two EXIT charts [7], [8] to examine the evolution of the input/output mutual information exchanges between the inner amalgamated “STBC$_s$–URC$_r$” decoder and the outer IRCC$_s$ decoder at the relay node and between the parallel amalgamated “STBC$_s$–URC$_s$–IRCC$_r$” decoder and the amalgamated “STBC$_s$–IRCC$_r$” decoder at the destination node during the consecutive iterations. As has been investigated in [22] and [23], a narrow but marginally open EXIT tunnel between the EXIT curves of the inner amalgamated “STBC$_s$–URC$_r$” decoder and the outer IRCC$_s$ decoder at the relay node indicates that a performance close to the capacity of the source-to-relay link could be achieved. Similarly, at the destination node, a narrow-but-open EXIT tunnel between the EXIT curves of the parallel amalgamated “STBC$_s$–URC$_s$–IRCC$_r$” decoder and the amalgamated “STBC$_s$–IRCC$_r$” decoder indicates the possibility of achieving decoding convergence to an infinitesimally low bit error ratio (BER) at SNRs close to the relay channel’s capacity. Therefore, we propose a joint source-and-relay mode design procedure to support near-capacity cooperative communications and to maximize the system’s effective throughput, which can be simplified to two EXIT-curve-matching problems summarized as follows.

**Step 1** Choose a specific average code rate $R_s$ for the IRCC$_s$ at the source node, and employ the EXIT-curve-matching algorithm of [12] to obtain the optimized weighting coefficients $\alpha_i$, $i = 1, \ldots, 17$ of IRCC$_s$, where a narrow but marginally open EXIT tunnel between the EXIT curves of the inner amalgamated “STBC$_s$–URC$_r$” decoder and the outer IRCC$_s$ decoder emerges at the relay node. This implies that a near-capacity performance may be achieved for the source-to-relay communication link. Then, we store the value of the corresponding transmit power required at the source node.

**Step 2** Choose the same transmit power at the source as stored in Step 1). Fix the optimized weighting coefficients $\alpha_i$, $i = 1, \ldots, 17$, of the IRCC$_s$ obtained in Step 1) at the source node; perform iterative decoding by exchanging extrinsic information between the amalgamated “STBC$_s$–URC$_r$” decoder and the IRCC$_s$ decoder during Phase I at the destination node, until the further increase in the area $A_k$ under the EXIT curve of the amalgamated “STBC$_s$–URC$_s$–IRCC$_r$” decoder becomes marginal; and then, stop this “inner” iterative decoding process.

**Step 3** Assume perfectly error-free DF relaying and the same transmit power at the relay as that of the source in the second EXIT chart, which examines the evolution of the input/output mutual information exchanges in the three-stage iterative decoder of the Ir-DST coding scheme. Use the EXIT-curve-matching algorithm of [12] to match the SNR-dependent EXIT curve of the amalgamated “STBC$_s$–IRCC$_r$” decoder to the target EXIT curve of the amalgamated “STBC$_s$–URC$_s$–IRCC$_r$” decoder observed in Step 2). Obtain the maximized average code rate $R_r$ and the optimized weighting coefficients $\beta_i$, $j = 1, \ldots, 17$ of IRCC$_r$, when a narrow-but-open EXIT tunnel emerges.

In this paper, we consider an average code rate of $R_s = 0.5$ for the outer IRCC$_s$ at the source node and the specific relay network configuration with $G_{sr} = 8$ and $G_{rd} = 2$, which satisfies (5). The EXIT chart of the serially concatenated IRCC$_s$–URC$_s$–STBC$_r$ scheme of the source-to-relay link is shown in Fig. 5, where the decoding trajectories are computed based on a frame length of 250 000 bits. The EXIT curve of the outer IRCC$_s$ having optimized weighting coefficients $\alpha_i$, as shown in Fig. 5, was constructed using the curve-matching algorithm of [12]. As we can see from Fig. 5, a narrow but marginally open EXIT tunnel emerges for the $2 \times 2$ source-to-relay communication
A receive SNR of about −2.1 dB is needed to attain a decoding convergence to an infinitesimally low BER. Due to the geometrical gain of the source-to-relay link, the equivalent SNR$^5$ at the source node can be computed as

$$\text{SNR}_e = \text{SNR}_{sr} - 10 \log_{10}(G_{sr}) \text{[in decibels]}$$ (19)

where SNR$^e_{sr}$ is the receive SNR at the relay node. Hence, the minimum SNR$^e_{sr}$ at the source node required for the sake of obtaining a near-error-free performance at the relay node is −11.1 dB. As presented in Section II, we assume that both the source and the relay transmit their signals at the same transmit power; hence, they have the same equivalent SNR. To avoid the potentially high computational complexity at the relay node, a wider-than-necessary EXIT tunnel is created in the EXIT chart in Fig. 5 at the receive SNR of −1.0 dB at the relay node, which corresponds to an equivalent SNR of −10 dB based on (19) at both the source and relay nodes. As can be clearly seen in the EXIT chart in Fig. 6 at the destination node, after five “inner” iterations between the IRCC$^e_s$ decoder and the amalgamated “STBC–URC$^{s_e}$” decoder, the increase in the area $A_d$ under the amalgamated “STBC–URC$^{s_e}$–IRCC$^{s_e}$” decoder becomes marginal. Hence, we fix the number of “inner” iterations to $I_d^i = 4$ at the destination node. Following the aforementioned design procedure, we obtain the resultant matching EXIT curve for the Ir-DST coding scheme in Fig. 6, where the IRCC$^e_s$ has the optimized weighting coefficients $\beta_s$, and a maximized average code rate of $R^s_e = 0.5$; hence, $L_s = L_r$. It is clearly seen in Fig. 6 that a narrow-but-open EXIT tunnel emerges, which indicates the possibility of achieving decoding convergence to an infinitesimally low BER at near-capacity SNRs for the Ir-DST coding scheme. This prediction is verified in Fig. 6 by plotting the corresponding Monte Carlo simulation-related decoding trajectory, which indeed reaches the (1.0,1.0,1.0) point of the EXIT chart. On the other hand, since the code rate $R^s_e$ of the relay’s IRCC has been maximized by the joint source-and-relay mode design procedure, the

$^5$Here, we introduced the terminology of equivalent SNR, to define the ratio of the signal power at the transmitter side with respect to the noise level at the receiver side, i.e., SNR$^e_{sr} = P_{sr}/N_0$, as in [14]. Although this does not have a direct physical interpretation, it simplifies our discussions.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present the BER versus equivalent SNR performance of both the perfect and imperfect relaying-aided Ir-DST schemes and that of a noncooperative serially concatenated IRCC–URC–STBC scheme in Fig. 7. For the Ir-DST coding scheme, according to the trajectory predictions shown in Figs. 5 and 6, the number of decoding iterations between the IRCC$^e_s$ decoder and the amalgamated “STBC–URC$^{s_e}$” decoder was fixed to $I_d^i = 13$ at the relay node. At the destination node, the number of “inner” decoding iterations was fixed to $I_d^i = 4$, whereas the number of “outer” decoding iterations between the parallel amalgamated “STBC–URC$^{s_e}$–IRCC$^{s_e}$” decoder and the amalgamated “STBC–IRCC$^{s_e}$” decoder was fixed to $I_d^o = 17$. On the other hand, for the noncooperative IRCC–URC–STBC scheme, we employ an outer IRCC, which has the same weighting coefficients $\alpha$ and, hence, the same code rate as those of the IRCC$^e_s$ in the cooperative system. The number of decoding iterations exchanging extrinsic information between the outer IRCC decoder and the inner “STBC–URC” decoder was also fixed to $I_{lon} = 13$.

As shown in Fig. 7, the Ir-DST coding scheme outperforms the noncooperative IRCC–URC–STBC scheme by approximately 5.1 dB in terms of the required equivalent SNR, which corresponds to a 3-dB-lower value of 2.1 dB in terms of $E_b/N_0$ due to a factor-0.5 multiplexing loss in the half-duplex Ir-DST scheme. On the other hand, the performance of the perfect relaying-aided Ir-DST scheme matches the EXIT chart predictions in Fig. 6, whereas the imperfect relaying-aided Ir-DST coding scheme performs similarly to the perfect relaying scheme. This is due to the fact that the source information becomes near error free at the relay node after a sufficiently high number of decoding iterations. Furthermore, it is clearly shown in Fig. 7 that the Ir-DST coding scheme is capable of performing within 1.4 dB of the corresponding relay channel’s DCMC capacity.
length of 250,000 bits, where the cooperative network is configured with

\[ G_{sv} = 8, \ G_{rd} = 2, \text{ and } L_s = L_r, \]\n
and the noncooperative system is equipped with two transmit and four receive antennas.

VI. CONCLUSION

In this contribution, we have proposed an Ir-DST coding scheme for near-capacity cooperative communications. We have derived the CCMC capacity and the constrained information-rate bounds of Alamouti’s G2 scheme for the half-duplex relay channel. The proposed joint source-and-relay mode design procedure is capable of finding the optimal Ir-DST coding scheme, which performs close to the capacity limit and achieves a maximum effective throughput. Furthermore, the code-design procedure is not limited to a specific networking scenario; it is applicable under virtually any network configuration.

REFERENCES


Maximum A Posteriori Approach to Time-of-Arrival-Based Localization in Non-Line-of-Sight Environment

Kenneth W. K. Lui, H. C. So, and W.-K. Ma
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